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ABSTRACT

Retrieval of scholarly articles about a specific research issue is a routine job of researchers to cross-validate the evidence about the issue. Two articles that focus on a research issue should share similar terms in their core contents, including their goals, backgrounds, and conclusions. In this paper, we present a technique CCSE (Core Content Similarity Estimation) that, given an article a, recommends those articles that share similar core content terms with a. CCSE works on titles and abstracts of articles, which are publicly available. It estimates and integrates three kinds of similarity: goal similarity, background similarity, and conclusion similarity. Empirical evaluation shows that CCSE performs significantly better than several state-of-the-art techniques in recommending those biomedical articles that are judged (by domain experts) to be the ones whose core contents focus on the same research issues. CCSE works for those articles that present research background followed by main results and discussion, and hence it may be used to support the identification of the closely related evidence already published in these articles, even when only titles and abstracts of the articles are available.

1. Introduction

Retrieval of scholarly articles is a fundamental task routinely conducted by researchers. For example, in the biomedical domain, identification of related articles (prioritization of the articles) is essential for evidence collection and validation conducted by biomedical researchers (Lu & Hirschman, 2012). As the retrieval is often motivated by specific research issues, the researchers often strive to find multiple scholarly articles that are closely related to the issues. Therefore, given a scholarly article a, several search engines provide the service of recommending those articles that are related to a (e.g., Google Scholar at https://scholar.google.com, and PubMed at http://www.ncbi.nlm.nih.gov/pubmed). Many techniques have been developed to estimate the similarity between scholarly articles (e.g., Liu, 2015; Boyack et al., 2011; Aljaber et al., 2010; Gipp & Beel, 2009; Couto et al., 2006). These techniques often worked on titles and abstracts of articles, as well as other text-based information (e.g., main
text of each article) and link-based information, including out-link references (i.e., how an article cites others) and in-link citations (i.e., how an article is cited by others).

In this paper, we extend a preliminary work on estimating inter-article similarity (Liu, 2017). We present and evaluate a novel technique CCSE (Core Content Similarity Estimation) for the inter-article similarity estimation. When compared with the existing search engines and recommendation techniques, CCSE has two interesting features: (1) it works on article titles and abstracts only, which are freely available on the Internet (other parts of the articles, such as the main text, out-link references, and in-link citations, have restricted access); and (2) it improves inter-article estimation by considering the core contents of the articles. Core contents of a scholarly article include the research goal, background (problem description), and conclusion of the article. Two articles that share similar terms in their core contents can provide closely related evidence for further research and validation. CCSE can thus be used to improve search engines in recommending those articles with similar core contents, even when only titles and abstracts of the articles are available.

Development of CCSE is challenging, because core contents (research goal, background, and conclusion) of a scholarly article may be briefly expressed in the title and scattered in the abstract. Technical challenges include (1) recognition of the core contents of an article and (2) estimation of the inter-article similarity based on the core contents recognized. We tackle the first challenge by the hypothesis that term \( t \) in article \( a \) may have different degrees of relatedness to the goal, the background, and the conclusion of \( a \), depending on the positions where \( t \) appears in the title and the abstract of \( a \). CCSE is developed for those articles that present research background followed by main results and discussion. In these articles, the background mainly introduces the research problem, which tends to appear at the beginning of the abstract; and conversely the conclusion mainly describes the main results, which tend to appear at the end of the abstract. On the other hand, to tackle the second challenge, we employ the hypothesis that mismatch between any parts of the core contents of two articles may significantly reduce the similarity between the two articles, because such mismatch may indicate that the two articles do not focus on the same research issues. Based on the two hypotheses, CCSE separately estimates three kinds of similarity (goal similarity, background similarity, and conclusion similarity), and integrates them to produce the similarity between two articles.

Empirical evaluation is conducted to investigate the contribution of CCSE. It shows that CCSE performs significantly better than several state-of-the-art techniques (including text-based and link-based techniques, as well as their hybrid) in recommending biomedical articles that are judged (by domain experts) to be the ones whose core contents focus on the same research issues. CCSE can thus be used to improve search engines in recommending biomedical articles for further analysis and validation, even when only titles and abstracts of the articles are available.

2. Related Work

To retrieve related articles for a given scholarly article, previous studies have developed many inter-article similarity estimation techniques. These techniques may be link-based techniques, which worked on citation relationships among the articles (i.e., out-link references and in-link citations of
They may also be text-based techniques, which worked on textual contents of the articles (i.e., title, abstract, keywords, and main text of each article). Hybrid techniques were also developed to employ both the text-based and the link-based information. We compare CCSE with these techniques to identify the contribution of CCSE.

2.1 Link-based techniques

To estimate inter-article similarity, previous linked-based techniques employed two kinds of citation links: in-links and out-links. For an article $a$, in-link citations are those articles that cite $a$, while out-link references are those articles that are cited by $a$. Co-citation (Small, 1973) is a representative technique that considers in-links of scholarly articles (Couto et al., 2006). Two articles may be related to each other if they are co-cited by other articles. However, applicability of the techniques based on in-link citations is limited, as many scholarly articles have very few (or even no) in-link citations. CCSE works on titles and abstracts of scholarly articles, which are publicly available.

Another type of link-based techniques are those that worked on out-link references of articles. Out-link references were found to be more helpful than in-link citations in the classification (Couto et al., 2006) and clustering (Boyack & Klavans, 2010) of scholarly articles. Bibliographic coupling (BC) is a representative technique that considers out-links (Kessler, 1963). Equation 1 is a typical way to estimate BC similarity between two articles $a_1$ and $a_2$ (Couto et al., 2006; Calado et al. 2003), where $O_{a_1}$ and $O_{a_2}$ are the sets of articles that $a_1$ and $a_2$ cite respectively. When both $O_{a_1}$ and $O_{a_2}$ are empty, the similarity is set to 0.

$$\text{Similarity}_{bc}(a_1, a_2) = \frac{|O_{a_1} \cap O_{a_2}|}{|O_{a_1} \cup O_{a_2}|}$$  \hspace{1cm} (1)

BC performed well for classification of scholarly articles (Couto et al., 2006), retrieval of similar legal judgments (Kumar et al., 2011), and detection of plagiarism (Gipp & Meuschke, 2011). However, applicability BC is limited as well, due to two reasons: (1) out-link references of many scholarly articles are not publicly obtainable, and (2) two articles with similar core contents may still cite different articles. We will employ BC as a baseline to show that, by only working on publicly available textual contents (i.e., titles and abstracts) of articles, CCSE can perform significantly better than BC in identifying those articles that share similar core contents.

2.2 Text-based techniques

Text-based techniques worked on textual contents of the articles, which can be titles, abstracts, keywords, and main bodies of the articles. Similarity between two articles are often dominated by those terms (in the two articles) that have higher weights. The weight of a term was often estimated by the frequency and positions of the term in an article, as well as how rarely the term appears in a large collection of articles (a term that appears in fewer articles gets a higher weight). Based on the term weights, many techniques were developed to estimate inter-article similarity. The vector
space model (VSM) is a typical technique. It represents each article as a vector of term weights, and similarity between two articles is simply the cosine similarity on their vectors. VSM was employed by many retrieval systems (e.g., Lucene at http://lucene.apache.org). However, cosine similarity did not perform well in many cases (Whissell & Clarke, 2013; Boyack et al., 2011). Latent Semantic Analysis (LSA) was a typical technique that employed singular value decomposition to improve the vector representation of scholarly articles (Glenisson et al., 2005; Landauer et al., 2004). However LSA did not perform well for scholarly articles either (Boyack et al., 2011). Previous studies thus developed or identified several techniques that had better performance. These techniques included BM25, OK, and PubMed.

BM25 (Robertson et al., 1998) was one of the best techniques in finding related scholarly articles (Boyack et al., 2011). Given an article \(a_1\) as the target, BM25 employs Equation 2 to estimate the score (similarity) of another article \(a_2\) with respect to \(a_1\). In Equation 2, \(k_1\) and \(b\) are two parameters, \(|a_1|\) is the number of terms in article \(a_1\) (i.e., length of \(a_1\)), \(avgal\) is the average number of terms in an article (i.e., average length of articles), \(TF(t,a)\) is the frequency of term \(t\) appearing in article \(a\), and \(IDF(t)\) is the inverse document frequency of term \(t\), which measures how rarely \(t\) appears in a large collection of articles.

\[
\text{Similarity}_{BM25}(a_1,a_2) = \sum_{t \in \text{index}_{a_1}} \frac{\text{TF}(t,a_1)(k_1 + 1)}{\text{TF}(t,a_2) + k_1(1-b+b\frac{|a_1|}{avgal})} \log_2 \text{IDF}(t)
\]  

(2)

OK was developed based on BM25. It was shown to be one of the best techniques to identify related articles as well (Whissell & Clarke, 2013). OK employs Equation 3 to estimate the similarity between two articles \(a_1\) and \(a_2\).

\[
\text{Similarity}_{OK}(a_1,a_2) = \sum_{t \in \text{index}_{a_1}} \frac{\text{TF}(t,a_1)(k_1 + 1)}{\text{TF}(t,a_1) + k_1(1-b+b\frac{|a_1|}{avgal})} \frac{\text{TF}(t,a_2)(k_1 + 1)}{\text{TF}(t,a_2) + k_1(1-b+b\frac{|a_2|}{avgal})} \log_2 \text{IDF}(t)
\]  

(3)

PubMed was found to be one of the best systems in finding related scholarly articles as well (Boyack et al., 2011). It is a popular search engine for biomedical researchers. Many factors are considered by PubMed to estimate the similarity between two scholarly articles (PubMed, 2014; Lin & Wilbur, 2007), including (1) stemming of the terms in the articles, (2) lengths of the articles (i.e., number of terms in the articles), (3) positions of the terms in the articles (e.g., terms in titles of the articles), (4) key terms of the articles in domain-specific thesauri (e.g., Medical Subject Headings, MeSH, available at http://www.ncbi.nlm.nih.gov/mesh), and (5) weights of the terms in the articles (weighted by the term frequency in an article and how rarely the term appears in a collection of articles).

However, all these state-of-the-art text-based techniques did not consider the similarity between core contents of scholarly articles. Core contents of a scholarly article mainly consist of the research goal, background, and conclusion of the article. They may be briefly expressed in the title and scattered
in the abstract of the article. Our technique CCSE is proposed to recognize the core contents from the title and the abstract of the article, and based on the core contents recognized, estimate the similarity between scholarly articles. We will employ these state-of-the-art text-based techniques (i.e., BM25, OK, and PubMed) as baselines to show that, by estimating inter-article similarity based on the core contents, CCSE can perform significantly better than all the baselines in identifying those articles that share similar core contents.

2.3 Hybrid techniques

Hybrid techniques worked on both link-based and text-based information. They may aim at estimating inter-article similarity or inter-journal similarity (to estimate inter-journal similarity, citations of articles in a journal were aggregated, Janssens et al., 2009; Liu et al., 2010). We compare CCSE with those techniques that estimated inter-article similarity, as CCSE aims at retrieving articles with similar core contents.

Previous hybrid techniques for inter-article similarity estimation fell into two types: (1) those that relied on in-link citations and (2) those that relied on out-link references. The first type of hybrid techniques typically considered the positions and context passages around each out-link citation in full-text articles. Positions of a citation in an article may be helpful, because two articles may be similar to each other if they are cited in nearby areas in many articles that cite them (Boyack et al., 2013; Gipp & Beel, 2009). Context passages around a citation \( x \) in an article \( a \) are the text that authors of \( a \) employ to comment \( x \). These passages can thus indicate the main contents of \( x \) (Liu et al. 2013), although the citing articles may focus on different parts of \( x \) (Elkiss et al., 2008; Kumar et al., 2011) with different sentiments (Small, 2011). The context passages were used for several different purposes, including inter-article similarity estimation (Aljaber et al., 2010), topic-based article retrieval (Liu et al., 2014; Ritchie et al., 2008), and disambiguation of named entities (Nakov et al. 2004). However, applicability of these techniques is limited, due to two reasons: (1) many scholarly articles have very few (or even no) in-link citations, and (2) many scholarly articles do not have publicly obtainable full text. CCSE works on titles and abstracts of scholarly articles, which are publicly available.

Another type of hybrid techniques relied on out-link references. Bibliographic coupling (BC, as noted in Equation 1) was a typical link-based similarity that was integrated with text-based similarity (Liu, 2015; Boyack & Klavans, 2010; Janssens et al., 2008; Couto et al., 2006). The hybrid techniques worked on full-text articles (Liu, 2015; Janssens et al., 2008) or only titles and abstracts of the articles (Boyack & Klavans, 2010; Couto et al., 2006). As full-text articles are often not publicly obtainable, we compare CCSE with those techniques that only worked on titles and abstracts of articles. These hybrid techniques did not necessarily perform significantly better than BC (Couto et al., 2006). One of the hybrid techniques performed better than BC in some cases (Boyack & Klavans, 2010). It treated a co-reference cited by two articles as a co-word in the two articles. We will thus implement the hybrid technique as a baseline to investigate the contribution of CCSE.

Therefore, when compared with the link-based, text-based, and hybrid techniques for retrieving similar scholarly articles, CCSE has two contributions: (1) it works on publicly obtainable parts of
the articles (i.e., titles and abstracts of the articles), making it able to recommend similar articles more comprehensively, and (2) it estimates the similarity between two scholarly articles based on their core contents, making it able to recommend those articles that share similar core contents. We will show that CCSE can perform significantly better than several baselines in identifying those biomedical articles whose core contents focus on the same research issues.

3. Core Content Similarity Estimation

Given two articles $a_1$ and $a_2$, CCSE estimates the similarity between them based on their titles and abstracts. Technical challenges of CCSE include (1) recognition of the core contents of $a_1$ and $a_2$, and (2) estimation of the similarity based on the core contents recognized. To tackle the first challenge, CCSE employs the hypothesis that a term $t$ in an article $a$ may have different degrees of relatedness to the background, the conclusion, and the goal of $a$, depending on the positions where $t$ appears in the title and the abstract of $a$. Figure 1 shows two linear ways to respectively estimate the relatedness of a term to the background ($R_{\text{back}}$) and the conclusion ($R_{\text{conc}}$) of an article $a$. The research background mainly defines the research problem (of $a$), which tends to appear at the beginning of the abstract of $a$; and conversely the conclusion mainly describes the main results (of $a$), which tend to appear at the end of the abstract of $a$. Similarly, Figure 2 shows a way to estimate the relatedness of a term to the research goal of $a$ ($R_{\text{goal}}$), which tends to appear at the title of $a$, as well as the beginning and the end of the abstract of $a$, because the research goal may describe both the research problem and the main findings of $a$. The idea is employed to estimate how a term in an article is related to the core contents of the article.

**Fig. 1.** Relatedness of a term to the background ($R_{\text{back}}$, the solid line) and the conclusion ($R_{\text{conc}}$, the dashed line) of a scholarly article: The background mainly defines the research problem, which tends to appear at the beginning of the abstract of the article; and conversely the conclusion mainly describes the main results, which tend to appear at the end of the abstract.
Fig. 2. Relatedness of a term to the goal ($R_{goal}$) of a scholarly article: The goal tends to express the research problem and results, which tend to appear at the title of the article, as well as the beginning and the end of the abstract of the article.

Moreover, to tackle the second challenge (estimation of the similarity based on the core contents recognized), CCSE employs the hypothesis that mismatch between any parts of the core contents of two articles $a_1$ and $a_2$ may significantly reduce the similarity between $a_1$ and $a_2$, because such mismatch may indicate that $a_1$ and $a_2$ do not focus on the same research issues. Table 1 illustrates the main idea. A term $t$ may have a strong effect on the similarity between $a_1$ and $a_2$ in several cases (see Type I effect in Table 1): (1) it may significantly increase the similarity between $a_1$ and $a_2$ if it appears in both $a_1$ and $a_2$ and is related to the core contents of $a_1$ and $a_2$, and (2) it may significantly decrease the similarity between $a_1$ and $a_2$ if it is related to the core content of $a_1$ ($a_2$) but does not appear in $a_2$ ($a_1$). Moreover, a term $t$ may have a little effect on the similarity between $a_1$ and $a_2$ (see Type II effect in Table 1) if it appears in both $a_1$ and $a_2$ and is related to the core content of $a_1$ ($a_2$) but not related to the core content of $a_2$ ($a_1$). Finally, effects of certain terms may be ignored (see Type III effect in Table 1), including those that are not related to core contents of $a_1$ and $a_2$; those that do not appear in $a_1$ and $a_2$; as well as those that are not related to the core content of $a_1$ ($a_2$) and do not appear in and $a_2$ ($a_1$).

CCSE is developed based on the above two hypotheses. Similarity between two articles $a_1$ and $a_2$ is estimated by Equation 4, which separately checks how the core content of $a_1$ appears in $a_2$ (i.e., $CoreMatch(a_1, a_2)$) and vice versa (i.e., $CoreMatch(a_2, a_1)$). CCSE thus conducts a dual match so that $a_1$ and $a_2$ are said to be quite similar to each other only if the core content of $a_1$ appears in $a_2$ and the core content of $a_2$ appears in $a_1$ as well. Any mismatch between the core contents will significantly reduce the similarity between $a_1$ and $a_2$.

$$Similarity_{CCSE}(a_1, a_2) = CoreMatch(a_1, a_2) \times CoreMatch(a_2, a_1)$$ (4)
Table 1. A term \( t \) may have three types of effects (strong effect, little effect, and no effect) on the similarity between two articles \( a_1 \) and \( a_2 \), depending on how \( t \) is related to the core contents of \( a_1 \) and \( a_2 \).

<table>
<thead>
<tr>
<th>( t ) appears in ( a_1 )</th>
<th>Core</th>
<th>Non-core</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t ) appears in ( a_2 )</td>
<td>Type I: strong effect</td>
<td>Type II: little effect</td>
</tr>
<tr>
<td>( t ) does not appear in ( a_2 )</td>
<td>Type II: little effect</td>
<td>Type III: no effect</td>
</tr>
<tr>
<td>( t ) does not appear in ( a_1 )</td>
<td>Type I: strong effect</td>
<td>Type III: no effect</td>
</tr>
</tbody>
</table>

To estimate how the core content of \( a_1 \) appears in \( a_2 \), CCSE employs Equation 5, which separately estimates how the three parts of the core content of \( a_1 \) (goal, background, and conclusion of \( a_1 \)) appear in \( a_2 \). The degrees of match in the three parts are averaged to produce the degree of match of the core content.

\[
CoreMatch(a_1, a_2) = \frac{Match_{goal}(a_1, a_2) + Match_{back}(a_1, a_2) + Match_{concl}(a_1, a_2)}{3}
\] (5)

Figure 3 illustrates the way to estimate how the three core parts of \( a_1 \) match those of \( a_2 \). CCSE estimates how core content terms of \( a_1 \) appear in \( a_2 \) as core content terms. Equation 6 is defined to estimate how the goal of \( a_1 \) appears in \( a_2 \). As the title of \( a_1 \) can provide the most reliable information about the goal of \( a_1 \), Equation 6 checks how the terms in the title of \( a_1 \) appear in \( a_2 \). When a term \( t \) in the title of \( a_1 \) appears in \( a_2 \), it increases the degree of goal match between \( a_1 \) in \( a_2 \) (see the numerator of Equation 6). The increment of the similarity is based on the degrees of relatedness of \( t \) to the goals of \( a_1 \) and \( a_2 \) (i.e., \( R_{goal}(t, a_1) \) and \( R_{goal}(t, a_2) \), with the smaller one as the similarity increment, ref. Equation 7). These degrees of relatedness are defined based on the hypothesis discussed above (see Figure 2). If \( t \) appears at multiple positions in an article, its degree of relatedness is set to the maximum degree of relatedness at these positions.

\[
Match_{goal}(a_1, a_2) = \sum_{r \in title(a_1), r \in title(a_2), r \in abstract(a_2)} \frac{InterR(R_{goal}(t, a_1), R_{goal}(t, a_2)) \times \log IDF(t)}{\sum_{r \in title(a_2)} R_{goal}(t, a_2) \times \log IDF(t)}
\] (6)

\[
InterR(r_1, r_2) = \begin{cases} r_1, & \text{if } r_1 < r_2; \\
 r_2, & \text{otherwise.}
\end{cases}
\] (7)

\[
IDF(t) = \frac{1 + \text{Total number of articles}}{1 + \text{Number of articles containing } t}
\] (8)
Fig. 3. Estimation of how the three core parts (goal, background, and conclusion) of an article \(a_1\) match those of another article \(a_2\): The estimation is based on how core content terms of \(a_1\) appear in \(a_2\) as core content terms. The degrees of match in the three parts are defined in Equations 6, 9, and 10, respectively.

Similarly, Equation 9 is defined to estimate how the background of \(a_1\) appears in \(a_2\) (i.e., \(\text{Match}_{\text{back}}\)), and Equation 10 is defined to estimate how the conclusion of \(a_1\) appears in \(a_2\) (i.e., \(\text{Match}_{\text{conc}}\)). The hypothesis discussed above (see Figure 1) is employed to estimate the degrees of relatedness of a term \(t\) to the background of \(a_1\) and \(a_2\) (i.e., \(R_{\text{back}}(t,a_1)\) and \(R_{\text{back}}(t,a_2)\)) as well as the conclusion of \(a_1\) and \(a_2\) (i.e., \(R_{\text{conc}}(t,a_1)\) and \(R_{\text{conc}}(t,a_2)\)). If the abstract of \(a_1\) or \(a_2\) is not available, \(\text{Match}_{\text{back}}\) and \(\text{Match}_{\text{conc}}\) are set to \(\text{Match}_{\text{goal}}\) so that all articles may be ranked for researchers to check, even when the abstract is not publicly available.

\[
\text{Match}_{\text{back}}(a_1,a_2) = \begin{cases} 
\text{Match}_{\text{goal}}(a_1,a_2), & \text{if } a_1 \text{ or } a_2 \text{ has no abstract} \\
\sum_{\text{re.abstract}(a_1) \cap \text{re.abstract}(a_2)} \text{Inter}(R_{\text{back}}(t,a_1), R_{\text{back}}(t,a_2)) \times \log_2\text{IDF}(t) \\
\sum_{\text{re.abstract}(a_1)} R_{\text{back}}(t,a_1) \times \log_2\text{IDF}(t), & \text{otherwise.}
\end{cases} 
\] (9)

\[
\text{Match}_{\text{conc}}(a_1,a_2) = \begin{cases} 
\text{Match}_{\text{goal}}(a_1,a_2), & \text{if } a_1 \text{ or } a_2 \text{ has no abstract} \\
\sum_{\text{re.abstract}(a_1) \cap \text{re.abstract}(a_2)} \text{Inter}(R_{\text{conc}}(t,a_1), R_{\text{conc}}(t,a_2)) \times \log_2\text{IDF}(t) \\
\sum_{\text{re.abstract}(a_1)} R_{\text{conc}}(t,a_1) \times \log_2\text{IDF}(t), & \text{otherwise.}
\end{cases} 
\] (10)

Therefore, given the title and the abstract of a scholarly article, CCSE considers three parts of the core content of the article: goal, background, and conclusion of the article. CCSE estimates how each term is related to each of the three parts based on the positions of the term appearing in the
title and the abstract of the article. A dual match is then conducted to estimate the similarity between two articles so that any mismatch between the core contents of the two articles will significantly reduce the similarity between them. CCSE is thus a pure text-based technique that works on titles and abstracts of scholarly articles, which are publicly available on the Internet.

4. Experiments

CCSE is evaluated in two experiments on real-world data. We measure the contribution of CCSE in identifying those scholarly articles whose core contents focus on the same research issues.

4.1 The data

The experimental data was collected from DisGeNET (at http://www.disgenet.org/web/DisGeNET/menu/home), which maintains a database of gene-disease associations. We test 53 gene-disease pairs that had the largest number of related articles annotated by GAD (Genetic Association Database, available at http://geneticassociationdb.nih.gov) or CTD (Comparative Toxicogenomics Database, available at http://ctdbase.org) for human. Both GAD and CTD recruit domain experts to manually select articles to annotate each gene-disease pair (Wiegers et al., 2009; Becker et al., 2004). The articles used to annotate a gene-disease pair \(<g, d>\) thus share similar core contents about the same research issue (i.e., association between \(g\) and \(d\)). For each gene-disease pair \(<g, d>\), we designate one article as the target, while the others as the candidates. Given the target article, a better technique should rank high these candidates, among other candidate articles that are not dedicated to \(<g, d>\).

For each gene-disease pair \(<g, d>\), we thus also need to collect many candidate articles that are not dedicated to \(<g, d>\). These candidate articles are “near-miss” articles for \(<g, d>\), as they were collected by sending two queries to PubMed Central (at http://www.ncbi.nlm.nih.gov/pmc): “\(g\) NOT \(d\)” and “\(d\) NOT \(g\)”. The articles collected by this way mention \(g\) or \(d\) but not both, and hence they should not focus on the research issue about the association between \(g\) and \(d\). For each gene-disease pair, at most 200 near-miss candidate articles were collected. A gene-disease pair corresponds to a test in the experiment (we thus have 53 tests in the experiment). There are 9,875 candidate articles among which 135 articles share similar core contents with their respective target articles. The average percentage of the articles that share similar core contents is 1.34%. It is thus challenging to rank these articles high, among the near-miss candidate articles.

4.2 The baselines

Several state-of-the-art techniques are employed as the baselines to investigate the contribution of CCSE. As noted in Related Work, previous techniques that estimated the similarity between two scholarly articles \(a_1\) and \(a_2\) can be link-based (those that worked on citation relationships among articles), text-based (those that worked on textual contents of \(a_1\) and \(a_2\)), or hybrid (those that worked on both text-based and link-based information). We design two experiments (Experiment I and Experiment
II) in which several text-based, link-based, and hybrid techniques are tested.

In Experiment I, the baselines include a link-based technique (bibliographic coupling, BC), two text-based techniques (BM25 and OK), and a hybrid technique (HybridK50). Note that, in practice, those baselines that rely on citation links (i.e., the link-based and hybrid baselines) may not work when the link-based information (bibliography in articles) is not publicly obtainable. These baselines are employed as baselines simply because we aim at showing that, by relying only on publicly available contents (i.e., titles and abstracts of articles), CCSE can perform even better in identifying those scholarly articles that share similar core contents.

The link-based baseline BC (ref. Equation 1) relies on out-link references. As noted in Related Work, BC is employed as a baseline based on three reasons: (1) most articles have out-link references, (2) out-link references were found to be more helpful than in-link citations in the clustering and classification of scholarly articles, and (3) BC was found to be good in retrieving similar documents.

The text-based baselines are BM25 and OK. As noted in Related Work, BM25 and OK were two best techniques to find related articles. BM25 estimates the similarity between two articles with Equation 2, with the two parameter $k_1$ and $b$ being typically set to 2 and 0.75 respectively (Boyack et al., 2011, Liu and Huang, 2011). OK employs Equation 3 to estimate the similarity between two articles, with the two parameters $k_1$ and $b$ being set to 8 and 1.0 respectively (as suggested by Whissell & Clarke, 2013). As CCSE, both BM25 and OK work on titles and abstracts of the articles.

The hybrid baseline is HybridK50, which performed better than BC in certain cases (Boyack & Klavans, 2010). Similarity between two articles $a_1$ and $a_2$ is defined based on the intersection of words and out-link references in $a_1$ and $a_2$. HybridK50 estimates the similarity by treating a reference co-cited by $a_1$ and $a_2$ as a co-word in the titles and abstracts of $a_1$ and $a_2$ (for detailed definition of the similarity measure, the reader is referred to Boyack & Klavans, 2010).

In Experiment II, we compare CCSE with PubMed, which provides the service of “Related Citations” that recommends related articles. As noted in Related Work, by employing domain-specific thesauri and integrates several factors about terms, PubMed was found to be one of the best in finding related scholarly articles. We aim at showing that CCSE can perform better than PubMed by focusing on the recognition of core contents of scholarly articles. For each target article $a$, PubMed recommends a sequence $S$ of related articles. We remove from $S$ all articles that are not candidate articles. As noted above (see The data), the candidate articles include those that share similar core contents with $a$ (judged by domain experts), as well as those that should not share similar core contents with $a$.

By focusing on these candidate articles in $S$, performance of CCSE and PubMed can be objectively compared.

4.3 Evaluation criteria

Two evaluation criteria are used to measure the performance of CCSE and the baselines. They are Mean average precision (MAP) and average P@X, which were routinely employed in text ranking studies. MAP is defined in Equation 11, where $|T|$ is the number of tests (recall that we have 53 tests), and $\text{AvgP}(i)$ is the average precision in the $i^{th}$ test. MAP is simply the average of the $\text{AvgP}$ values in all the tests.
\[
\text{MAP} = \frac{\sum_{i=1}^{T} \text{AvgP}(i)}{|T|} 
\] (11)

\[
\text{AvgP}(i) = \frac{\sum_{j=1}^{h_i} \text{Seen}_i(j)}{h_i} 
\] (12)

\(\text{AvgP}(i)\) is defined in Equation 12, where \(h_i\) is the number of articles that are judged (by domain experts) to be the ones that focus on the same research issue as the target article in the \(i^{th}\) test, and \(\text{Seen}_i(j)\) is the number of articles that readers have seen when the \(j^{th}\) core-content-sharing article in the \(i^{th}\) test is shown (i.e., number of articles whose ranks are higher than or equal to that of the \(j^{th}\) core-content-sharing article in the \(i^{th}\) test). Therefore, given a target article \(r\) in the \(i^{th}\) test, if a system can rank higher those articles that share core contents with \(r\), \(\text{AvgP}(i)\) will be higher.

Instead of working on all articles (as MAP does), average \(\text{P@X}\) only works on those articles that are ranked at top-\(X\) positions. Average \(\text{P@X}\) is defined in Equation 13. It is the average of the \(\text{P@X}\) values in all the 53 tests. Equation 14 defines \(\text{P@X}\), which is the precision when top-\(X\) articles are shown to the readers. Therefore, when \(X\) is set to a small value, \(\text{P@X}\) measures how a system ranks core-content-sharing articles very high. In the experiments, we set \(X\) to 1, 3, and 5.

\[
\text{Average P@X} = \frac{\sum_{i=1}^{T} \text{P@X}(i)}{|T|} 
\] (13)

\[
\text{P@X}(i) = \frac{\text{Number of top-X articles that share core contents with the target in the } i^{th} \text{ test}}{X} 
\] (14)

Moreover, to verify whether the performance differences between CCSE and each of the baselines are statistically significant, we conduct significance tests by two-sided and paired t-tests with 95% confidence level. The significance tests are conducted on the \(\text{AvgP}\) and \(\text{P@X}\) values in all the 53 tests.

4.4 Results

Figure 4 compares performance of CCSE and the four state-of-the-art baselines (OK, BM25, BC, and HybridK50). CCSE performs better than all the baselines, especially in MAP and average \(\text{P@1}\). CCSE is thus more capable of ranking core-content-sharing articles at top-1. MAP of CCSE
is significantly better than MAP of each baseline. The baseline BC, which employs out-link references to rank scholarly articles (ref. Equation 1), achieves the best MAP among the baselines, however CCSE performs 27% better than BC in MAP (0.5068 vs. 0.3980). CCSE performs significantly than BC even though CCSE only works on titles and abstracts of articles, which are more publicly obtainable than bibliography (i.e., out-link references in the articles). Moreover, the baseline BM25, which employs text-based information to rank scholarly articles (ref. Equation 2), achieves the best average P@1 among the baselines, however CCSE performs 23% better than BM25 in average P@1 (0.5094 vs. 0.4151). These contributions are of practical significance to the retrieval of scholarly articles that focus on similar research issues.

It is interesting to note that the link-based baseline BC, the text-based baseline OK, and the hybrid baseline HybridK50 achieve similar performance in MAP, although they have somewhat different performance in average P@X. Therefore, link-based information and text-based information contribute almost equally in the retrieval of core-content-sharing articles, and integration of them is not necessarily helpful. This result indicates that improvement of these baselines is not a trivial task. The significantly better performance of CCSE demonstrates that the improvement task can be realized by focusing on the recognition of core contents of scholarly articles.

![MAP and Average P@X in Experiment I](image)

**Fig. 4.** MAP and average P@X in Experiment I: CCSE performs significantly better than all the baselines in MAP (a dot on a system indicates that performance difference between the system and CCSE is statistically significant)

Figure 5 shows the percentage of the tests in which P@X>0 achieved by CCSE and the baselines. A higher percentage achieved by a system indicates that the system is capable of ranking core-content-sharing articles at top positions in more of the 53 tests. Such a system should be preferred in practice, as it demonstrates both good and stable performance in recommending core-content-sharing
articles for different research issues. Among the baselines, BM25 tends to achieve higher percentage in P@1, while OK and BC tend to achieve higher percentage in P@3 and P@5. CCSE achieves the highest percentage. When compared with the best baselines, CCSE contributes 18% improvement in the percentage in P@1 (49.06% vs. 41.51%), 17% improvement in the percentage in P@3 (66.04% vs. 56.60%), and 16% improvement in the percentage in P@5 (69.81% vs. 60.38%). The contribution is of practical significance to researchers, who often care about different research issues, and for each research issue, need to check a large number of scholarly articles.

Figure 6 compares performance of CCSE and PubMed in MAP and average P@X. CCSE performs better than PubMed in all evaluation criteria, with statistically significant improvement in average P@3 (7% improvement, 0.5472 vs. 0.5094). Moreover, Figure 7 shows the percentage of the tests in which P@X>0 achieved by CCSE and PubMed. CCSE contributes 10% improvement in the percentage in P@1 (83.02% vs. 75.47%), 6% improvement in the percentage in P@3 (94.34% vs. 88.68%), and 2% improvement in the percentage in P@5 (100% vs. 98.11%). These contributions are of practical significance as well, as PubMed is a popular search engine. They are also of technical significance, as PubMed has employed domain-specific thesauri and several typical text-based factors about terms and articles. CCSE achieves better performance by core content recognition. It can be applied to various domains, as it achieves the better performance without relying on any domain-specific thesauri.
With the above experimental results, we summarize several main findings as follows:

(1) CCSE achieves significantly better performance than all the baselines, even though it only works on titles and abstracts of articles, which are more publicly obtainable than bibliography that is employed by the link-based and hybrid baselines. Therefore, even when only the titles and the abstracts are available, retrieval of core-content-sharing
articles can still be significantly improved.

(2) The text-based baseline OK, the link-based baseline BC, and the hybrid baseline HybridK50 achieve similar MAP. A previous study also showed that HybridK50 had similar performance as BC, although it performed better than BC in certain cases (Boyack & Klavans, 2010). Therefore, significant improvement of these baselines is not a trivial task. The significantly better performance of CCSE thus demonstrates that the improvement task can be realized by focusing on the recognition of core contents of scholarly articles.

(3) CCSE performs better than PubMed, which has employed domain-specific thesauri and considered several typical text-based factors. Recognition of core contents of scholarly articles (as CCSE does) is thus more helpful in identifying those articles that focus on similar research issues. CCSE does not rely on any domain-specific thesauri. It can be applied to those articles that present research background followed by main results and discussion.

Performance of CCSE is further analyzed from three perspectives. The first perspective is concerned with the possible contribution of employing machine-learning techniques to integrate the similarity factors of CCSE (rather than using Equation 4 and Equation 5). We thus employ SVM (Support Vector Machine) for ranking (Joachims, 2002) as the machine learning technique to integrate the similarity factors. SVM was one of the best techniques routinely used to integrate multiple factors to achieve better ranking (e.g., Liu & Huang, 2011; Veloso et al., 2008). To set up the data for SVM, we conduct 5-fold experiments in which the 53 tests are evenly divided into five parts, and the data in each part serves as the test data for exactly once with remaining data serving as the training data, and the process repeats five times. We try two different fusion strategies: (1) CCSE-SVM-2: two factors $CoreMatch(a_1, a_2)$ and $CoreMatch(a_2, a_1)$ defined in Equation 5 are integrated by SVM; and (2) CCSE-SVM-6: all six factors are integrated by SVM, including $Match_{goal}(a_1, a_2)$ and $Match_{goal}(a_2, a_1)$ defined in Equation 6, $Match_{back}(a_1, a_2)$ and $Match_{back}(a_2, a_1)$ defined in Equation 9, and $Match_{con}(a_1, a_2)$ and $Match_{con}(a_2, a_1)$ defined in Equation 10. Experimental results in Figure 8 show that machine-learning-based factor fusion by SVM does not perform better than CCSE. CCSE-SVM-6 even performs significantly worse than CCSE in MAP. The fusion strategy of CCSE (Equation 4 and Equation 5) is thus appropriate, and it may not be necessary to integrate the similarity factors by machine learning.

The second perspective is concerned with the individual contribution of each of the three kinds of similarity considered by CCSE, including goal similarity ($Match_{goal}$ defined in Equation 6), background similarity ($Match_{back}$ defined in Equation 9), and conclusion similarity ($Match_{con}$ defined in Equation 10). We thus implement three versions ‘G only’, ‘B only’, and ‘C only’ for which $CoreMatch$ defined in Equation 5 is modified to respectively consider goal similarity, background similarity, and conclusion similarity only. Experimental results in Figure 9 show that goal similarity tends to be more helpful than the other two kinds of similarity (i.e., ‘G only’ performs better than ‘B only’ and ‘C only’). We thus implement two additional versions ‘G+C’ and ‘G+B’. For ‘G+C’, $CoreMatch$ defined in Equation 5 is modified to be the average of goal similarity and conclusion similarity. For ‘G+B’,
Fig. 8. Effects of different strategies to integrate the similarity factors: Machine-learning-based integration by SVM does not perform better than CCSE, and it may even perform significantly worse than CCSE (a dot on a system indicates that performance difference between the system and CCSE is statistically significant).

Fig. 9. Individual contribution of goal similarity, background similarity, and conclusion similarity: Goal similarity tends to be more helpful than the other two kinds of similarity; and simultaneously employing all the three kinds of similarity (as CCSE does) achieves the best performance, especially in MAP and average P@1 (a dot on a system indicates that performance difference between the system and CCSE is statistically significant).
CoreMatch is modified to be the average of goal similarity and background similarity. The results shown in Figure 9 indicate that it is helpful to integrate goal similarity with conclusion similarity or background similarity (i.e., ‘G+C’ and ‘G+B’ perform better than ‘G only’, ‘B only’, and ‘C only’). However, CCSE (i.e., ‘G+B+C’ in Figure 9) performs significantly better than all of them, especially in MAP and average P@1. Simultaneously employing all the three kinds of similarity is thus a good way to achieve the best performance.

The third perspective is concerned with the effects of setting different sizes for the background area and the conclusion area in an article. As noted above, CCSE employs two linear ways (defined in Figure 1) to estimate the relatedness of a term to the background \( R_{\text{back}} \) and the conclusion \( R_{\text{conc}} \) of an article. Although these two ways give terms different degrees of relatedness based on their positions in the article, they consider the whole article as the potential area in which the terms may appear. We thus implement three versions that restrict the size of the areas: ‘1Q’, ‘2Q’, and ‘3Q’, which consider 1/4, 2/4, and 3/4 of the article only (e.g., in ‘1Q’, the background terms can only appear at the first quarter of the article and the conclusion terms can only appear at the last quarter of the article). Experimental results in Figure 10 show that setting a larger area tends to be helpful. Setting the whole article as the potential area (i.e., ‘4Q’ as done by CCSE) can achieve the best performance, although the performance differences are not statistically significant. The results justify our expectation that terms about the background and the conclusion of a scholarly article may scatter in the abstract (as noted in Introduction). It is thus quite difficult to exactly extract these terms from the abstract, and hence CCSE considers all terms in the abstract and estimates their degrees of relatedness to the core content of the article.

![Fig. 10. Effects of different sizes of the background and conclusion areas: Considering a larger size tends to achieve better performance, although the performance differences are not statistically significant](image-url)
5. Discussion

5.1 Application and suggestion

We have shown that CCSE performs well in recommending core-content-sharing biomedical articles, even when only titles and abstracts of the articles are available. We expect that CCSE may be applied to other domains, as it does not rely on any domain-specific thesauri. Given those articles that present research background followed by main results and discussion, CCSE may be invoked to support various kinds of research tasks, including the retrieval, clustering, mining, validation, and curation of the closely related evidence already published in these articles.

To implement the applications, we suggest that the ideas of CCSE should be implemented in search engines of scholarly articles (e.g., Google Scholar and PubMed). These search engines have routinely collected a huge amount of scholarly articles online. The articles are often preprocessed for subsequent retrieval. Typical preprocessing tasks include term indexing and article relatedness estimation. These tasks are essential for the efficient retrieval of related articles online. We suggest that the term relatedness weighting technique of CCSE (ref. Figure 1 and Figure 2) should be incorporated to the term indexing module of the search engines, and the similarity estimation technique of CCSE (ref. Equation 4 to Equation 10) should be incorporated to the article relatedness estimation module of the search engines. With the ideas of CCSE, the search engines can be more capable of recommending core-content sharing articles for a given scholarly article.

5.2 Future work

It is interesting to investigate the performance of CCSE on other datasets and domains. It is also interesting to further investigate the possible contribution of employing different ways to estimate the relatedness of terms to the core content of a scholarly article. CCSE currently employs linear weighting to estimate the relatedness (ref. Figure 1 and Figure 2). One alternative is to employ more complicated language processing techniques or templates to recognize the parts respectively dedicated to the background, goal, and conclusion of an article. Cost-effectiveness of this alternative needs to be investigated in more experiments.

Another interesting future work is to investigate the potential contribution of incorporating link-based information to CCSE. CCSE currently works on titles and abstracts of articles only. Although this way improves the applicability of CCSE (as the titles and abstracts are publicly available), it might still be helpful to consider link-based information (e.g., bibliography) of certain articles for which the information is publicly obtainable (e.g., link-based information of open-access articles). It is thus interesting to explore several issues, including (1) identification of the link-based information that may indicate the core content of an article, (2) automatic recognition of the link-based information in the article, (3) inter-article similarity estimation based on the link-based information, (4) intelligent integration of the link-based similarity with the text-based similarity currently estimated by CCSE, and (5) appropriate ranking of scholarly articles that may or may not have the link-based similarity.
The ideas of CCSE can also be extended to extract core entity terms in a scholarly article. Core entity terms in an article $a$ are those terms (in $a$) that are related to the core content of $a$. By extracting the core entity terms, several interesting applications can be supported, including the retrieval of those articles that focus on a given entity, as well as the navigation on a network of interacting entities already published in literature, with specific scholarly articles annotated for reader to check. To extract core entity terms from an article, two research issues should be addressed, including the definition of the core entity terms (e.g., how should they be mentioned in the goal, background, and conclusion of the article), and the automatic recognition of the core entity terms. Proper extraction of the core entity terms facilitates the visualization and exploration of closely related evidence online.

6. Conclusion

We have presented a novel technique CCSE to retrieve those scholarly articles that share similar core contents. Two articles that share similar core contents should have similar research goals, backgrounds, and conclusions. Given an article $a$, retrieval of those articles that share similar core contents with $a$ is a routine job that researchers strive to do to cross-validate the evidence already published in literature. As the terms related to the core content of an article may scatter in an article, it is challenging to recognize the core content and estimate inter-article similarity based on the core contents of articles. To tackle the challenge, CCSE is developed based on two hypotheses: (1) degrees of relatedness of a term $t$ to the core content of an article $a$ may depend on the positions where $t$ appears in the title and the abstract of $a$; and (2) mismatch between any parts of the core contents of two articles $a_1$ and $a_2$ may significantly reduce the similarity between $a_1$ and $a_2$.

Performance of CCSE has been investigated using biomedical data in which core-content-sharing scholarly articles are selected by domain experts. CCSE performs significantly better than several state-of-the-art baselines, including text-based, link-based, and hybrid techniques. CCSE works on titles and abstracts of articles only, which are more publicly obtainable than bibliography that is employed by link-based and hybrid techniques. CCSE works for those articles that present research background followed by main results and discussion. It may be used to support the identification and validation of the closely related evidence already published in these articles.
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